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A B S T R A C T

Sugar alcohols are widely studied and applied in various industrial fields as phase change materials (PCMs) for 
enhancing energy utilization and thermal management. Despite their inherent advantages, such as high latent 
heat and relatively higher thermal conductivity compared to other organic PCMs, the growing demand for 
improved applicational efficiency calls for a deeper understanding of their heat transfer mechanisms. Molecular- 
scale investigations can offer critical insights into these mechanisms, providing valuable guidance for the design 
of high-performance PCMs. In this study, equilibrium molecular dynamics (EMD) simulations were employed to 
calculate the thermal conductivity (TC) of representative sugar alcohols across a range of temperatures in both 
solid and liquid phases. The results reveal that TC decreases with increasing temperature with a pronounced drop 
observed during the solid–liquid phase transition. In the crystalline solid phase, TC exhibits noticeable anisot
ropy, which disappears upon transitioning into the liquid phase. Such anisotropy is also observed in the vibra
tional density of states, where the atomic vibrational modes in the solid state are different depending on the 
observed directions, indicating variation in interatomic interactions along different crystallographic directions. 
The decomposition analysis of TC shows that unbonded pairwise interactions contribute the most to the overall 
TC, with hydroxyl groups playing a particularly critical role. Further investigation into hydrogen bond (HB) 
reveals a strong correlation between the number of HBs and TC, while the orientation of HBs is closely linked to 
the observed anisotropy in TC. These findings offer new insights into the fundamental heat transfer mechanisms 
in sugar alcohols and are expected to serve as a theoretical foundation for the innovative design and optimization 
of future PCMs.

1. Introduction

With the growing energy demands of modern industry and 
increasing requirements for thermal management during equipment 
operation, researchers have shown immense interest in the development 
and innovation of phase change materials (PCMs) [1,2]. Relying on their 
latent heat storage characteristics, PCMs can not only address the issue 
of waste heat emission in industrial processes but can also store thermal 
energy for future reuse. Because of this, they have attracted widespread 
attention in various engineering fields. For example, in seasonal energy 
storage, solar energy collected in summer can be used during peak 
heating periods in winter, reducing the winter energy load and gaining 
broad applications in the construction sector [3]. In the current era of 
rapid development of new electric vehicles, PCMs with phase change 
occurring in the medium temperature range have been applied to bat
tery thermal management systems [4]. They help to cool batteries and 
maintain optimal operating temperatures, thereby extending battery 

life. Furthermore, with the use of organic Rankine cycles (ORCs), the 
thermal energy stored by PCMs can be converted into electricity, 
broadening their application in diverse energy utilization scenarios [5].

Among the various types of PCMs, organic solid-liquid phase change 
materials are particularly well-suited for the aforementioned applica
tions due to their stable chemical properties, non-toxicity, low volatility, 
and moderate phase change temperatures, along with minimal volume 
change during solid-liquid transitions [6]. However, despite the ability 
of organic PCMs to undergo phase changes within the moderate tem
perature range, their thermal conductivity is significantly lower than 
that of inorganic PCMs, hindering their efficient application [7]. Among 
organic PCMs, sugar alcohols have attracted increasing attention due to 
their unique molecular structure and abundant hydroxyl groups, which 
lead to higher latent heat and thermal conductivity in their pure form 
compared to other organic PCMs [8]. The hydroxyl groups in sugar 
alcohol molecules promote the formation of extensive hydrogen bond 
networks, which not only influence their phase change properties but 
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also is expected to play a crucial role in thermal conduction [9]. In our 
previous work, we systematically analyzed the melting points and latent 
heat of sugar alcohols, providing insights into the mechanisms behind 
them [10]. These findings offer valuable reference points for tuning 
phase change temperatures and optimizing latent heat in sugar 
alcohol-based PCMs.

Nevertheless, even for sugar alcohols, their thermal conductivity still 
falls short of the efficiency requirements for practical heat utilization in 
industrial production, thereby limiting the full exploitation of their 
excellent latent heat storage properties. As such, enhancing the thermal 
conductivity of sugar alcohols is of great importance. Researchers have 
explored various approaches to improve the thermal conductivity of 
sugar alcohols, mainly by creating composite PCMs through the addition 
of other materials, such as nanoparticles or by embedding sugar alcohols 
into porous structures [11]. For instance, Srikanth Salyan et al. devel
oped a novel composite PCM by adding nano copper oxide particles to 
mannitol, achieving a 25.2 % increase in thermal conductivity with just 
0.5 wt ¦% of CuO nanoparticles [12]. His team also incorporated 
multi-walled carbon nanotubes into mannitol and observed that with 0.1 
% and 0.5 % mass fractions of carbon nanotubes, the thermal conduc
tivity of the composite increased by up to 7 % and 32 %, respectively 
[13]. Similarly, Liuhua Gao et al. enhanced erythritol’s thermal con
ductivity by using expanded graphite as an additive, finding that the 
thermal conductivity increased continuously with the graphite content 
[14]. Xiang Qin et al. created a microframework composite PCM by 
combining erythritol with urea and carbon nanotubes within a 
wood-based cellulose matrix. They found that when the carbon nano
tube mass fraction reached 1.5 %, the thermal conductivity of the 
composite reached a maximum 0.9832 W/(m⋅K), compare to 0.3865 
W/(m⋅K) without carbon nanotube [15].

As demonstrated by these studies, researchers have achieved success 
in enhancing the thermal conductivity of PCMs through the addition of 
high-conductivity materials such as inorganic nanoparticles, carbon 
nanotubes, and graphene [16,17]. However, the mechanisms underlying 
these thermal conductivity improvements often remain unclear in 
experimental studies. Moreover, the intrinsic thermal conduction 
mechanisms of pure sugar alcohols themselves are still not fully un
derstood. Without a thorough understanding of the fundamental heat 
transfer behavior in sugar alcohols, the design of new composite PCMs 
may lack theoretical guidance, potentially leading to longer time of 
development and unnecessary costs. Given the variety of molecular 
species and their potential application in composite PCMs, it is impor
tant to understand the heat conduction mechanism of sugar alcohols at a 
molecular level. Therefore, using computational simulations to analyze 
the heat transfer mechanisms of sugar alcohols is particularly valuable 
[18]. Since the sugar alcohol PCM matrix comprising the majority of the 
material by weight is typically sugar alcohol itself, uncovering the 
intrinsic thermal conduction behavior of sugar alcohols is crucial. This 
understanding will help guide the design of new PCM systems and yield 
more effective results.

In this study, we employ equilibrium molecular dynamics (EMD) 
simulations combined with the Green-Kubo method to predict the 
thermal conductivities of four sugar alcohols, which are commonly used 
as PCM matrices and with different number of hydroxyl groups: 
mannitol (C6H14O6), arabinitol (C5H12O5), erythritol (C4H10O4) and 
glycerol (C3H8O3), across different temperature ranges in both solid and 
liquid states. Firstly, the characteristics of thermal conductivity of these 
sugar alcohols are discussed. To better understand the heat transfer 
phenomena, we conduct the vibrational density of states analysis to 
examine atomic vibrational modes and also perform the decomposition 
analysis of the molecular mechanism that contributes thermal conduc
tivity [19]. We analyze the variation of hydrogen bond numbers with 
temperature and phase change, further discuss the relationship between 
hydrogen bond orientation and thermal conductivity. At the end, the key 
findings of this study are summarized, emphasizing their relevance to 
understanding heat transfer in sugar alcohols. This study aims to shed 

light on the fundamental heat transfer mechanisms in sugar alcohols, 
providing a theoretical basis for the design of advanced PCMs.

2. Simulation details

2.1. Calculation setups

Building on our previous work [10], which demonstrated good 
agreement between simulated and experimental thermal properties of 
sugar alcohols with applying OPLS-AA force field [20], we continue to 
employ the OPLS-AA force field to model interatomic interactions, 
where the composition of this potential is shown in Eq. (1): 

Epot = Ebonds + Eangles + Edihedrals + Eunbonded, (1) 

where the total potential energy Epot consists of an intramolecular 
bonded part, including covalent bond interactions Ebond; angle bending 
interactions Eangle; torsion interactions Edihedral, as well as an unbonded 
pairwise part Eunbonded, which includes van der Waals and Coulombic 
interactions. Detailed descriptions and parameters of the OPLS-AA force 
field can be found in Section S8 in Supporting Information. For 
unbonded interactions, a cut-off distance of 12 Å is employed for both 
van der Waals and short-range real-space Coulombic interactions. Long- 
range k-space Coulomb interactions are treated using the particle- 
particle particle-mesh (PPPM) method, with a precision of 1 × 10⁻⁶ 
[21]. To eliminate high-frequency vibrations in bonds containing 
hydrogen atoms, thereby improving calculational efficiency and 
enhancing the calculation accuracy of thermal conductivity, the SHAKE 
algorithm [22] is applied with a tolerance of 1 × 10⁻⁴ and a maximum of 
100 iterations. The experimental crystal structure data [23–26] used in 
our earlier study is also adopted here to construct simulation systems, 
detailed information about the crystal unit cell can be found in Section 
S7 of Supporting Information. All simulations utilize three-dimensional 
periodic boundary conditions, and atomic motions are updated using the 
velocity Verlet algorithm [27] with an integration time step of 1 fs. All 
molecular dynamics simulations are conducted using the Large-scale 
Atomic/Molecular Massively Parallel Simulator (LAMMPS) [28], and 
Visual Molecular Dynamics (VMD) [29] software is used for molecular 
structure visualization.

2.2. System setups

Temperatures under which both solid and liquid sugar alcohols 
systems are built are shown in Table 1. Unless otherwise specified, all 
mentions of the “solid state” in this study refer specifically to the crys
talline solid state. In order to calculate the thermal conductivity (TC) of 
sugar alcohols under various temperatures in solid and liquid phase, the 
initial configurations of all systems of four types of sugar alcohols are 
constructed based on the crystal unit cell structures obtained from 
experimental data [23–26], as mentioned in Section 2.1. In the con
structed systems, the numbers of molecules for mannitol, arabinitol, 
erythritol, and glycerol are set to 540, 512, 432, and 480, respectively. 
Three-dimensional periodic boundary conditions are applied to all bulk 
systems to eliminate surface effects. For the solid-phase systems, an 

Table 1 
Temperatures used for the solid and liquid phase systems of sugar alcohols in 
this study. The highest temperature assigned to the solid-state simulations and 
the lowest temperature assigned to the liquid-state simulations are identical for 
each substance, correspond to the melting point of the respective sugar alcohols, 
as reported in our previous work [10].

Alcohols Solid (K) Liquid (K)

Mannitol 300 350 400 456 456 500 550 600
Arabinitol 200 250 300 366 366 400 450 500
Erythritol 250 300 350 395 395 450 500 550
Glycerol 150 200 250 276 276 350 400 450
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example is shown in Fig. 1, (detailed system configurational information 
of sugar alcohols can be found in Section S7 in Supporting Information) 
simulations start directly from the initial crystalline structures. A 
relaxation process is first performed under the NPT (isothermal and 
isobaric) dynamics at the targe temperature and 1 atm for 3 ns. This is 
followed by an additional 3 ns of relaxation under the NVT (isothermal 
and isochoric) dynamics at the same temperature, and then another 3 ns 
under the NVE (adiabatic and isochoric) dynamics to obtain the initial 
configuration for the sampling phase. The Nosé–Hoover [30] barostat 
and thermostat with 100 fs damping coefficient are applied for the 
relaxation processes. This equilibrated configuration is then used as the 
starting point for the equilibrium molecular dynamics (EMD) simula
tions, which are carried out under the NVE ensemble for 25 ns, during 
which data is collected. For liquid-phase system construction, an 
example is shown in Fig. 1, the crystalline systems of each sugar alcohol 
are used as the starting configuration. These are heated under 1 atm to 
fully melt the crystal structures within 3 ns. The maximum temperatures 
are set to 650 K for mannitol, 500 K for arabinitol, 600 K for erythritol 
and 450 K for glycerol to ensure complete transition to the liquid phase. 
After melting, the relaxation procedure mirrors that of the solid-phase 
systems: 3 ns in the NPT dynamics at the target temperature, follows 
by 3 ns in the NVT dynamics, and 3 ns in the NVE dynamics to obtain the 
initial configuration for the sampling phase. Subsequent production 
simulations are also conducted for 25 ns under the NVE ensemble with 
data collection. In the solid-phase simulations, a triclinic simulation box 
is employed, allowing independent adjustment of the box dimensions in 
all directions while the shear stress is fixed at 0. In contrast, for 
liquid-phase simulations, box length adjustments are coupled across all 
directions, which was enough to maintain isotropic pressure conditions. 
The schematic of simulation procedures can be found in Supporting 
Information.

2.3. Green-Kubo method

This study aims to investigate the mechanisms underlying the TC of 
various sugar alcohols across a range of temperatures and in both solid 
and liquid phases. Due to the intrinsic anisotropy arising from the mo
lecular arrangements in molecular crystals under the solid phase, it is 
essential to measure the TC in multiple directions. In non-equilibrium 
molecular dynamics (NEMD) simulations, directional thermal conduc
tivities are typically obtained by constructing separate systems for each 
direction and applying temperature gradients accordingly. However, 
this approach is computationally expensive. To reduce the computa
tional burden while enabling the simultaneous measurement of TC in 
multiple directions from a single simulation, we employed EMD simu

lations combined with the Green–Kubo method in this study. This 
method has been demonstrated to yield results equivalent to those from 
NEMD in previous comparative studies [31]. The Green–Kubo method is 
based on the fluctuation–dissipation theorem [32] and evaluates the 
heat transport properties of a system in equilibrium. The core idea in
volves computing the time correlation of the instantaneous heat flux, as 
expressed in right term of Eq. (2): 

λq =
V

kBT2

∫∞

0

〈
Jq(t) ⊗ Jq(0)

〉
dt, (2) 

where V, T are the systematic volume and temperature, respectively, kB 
is Boltzmann constant, Jq(0) represents the total heat flux vector at time 
step 0, Jq(t) is the heat flux vector at time step t. With three systematic 
axes: x, y and z, tensor product operator ⊗ yields nine correlation series. 
By integrating those correlation series over time, one obtains the TC 
tensor λq. While in theory the integral eventually converges, due to 
numerical efficiency, we selected an integration window of 25 ps, with a 
sampling frequency of dt = 5 fs for the integration, with the detailed 
reason and description provided in the Supporting Information (Section 
S1). The calculated TC tensor consists of three diagonal elements cor
responding to the x-, y-, and z-directional components, and six off- 
diagonal elements. However, the off-diagonal components are typi
cally negligible (See Section S2 in Supporting Information), therefore, in 
this study, we focus only on the diagonal elements, which represent the 
thermal conductivities along the x, y, and z axes. An example of the 
crystal configurations aligned along these directions is shown in Fig. 2. 
In EMD simulations, the system remains in equilibrium and only exhibits 
fluctuations in heat flux. TC is derived from the method described above. 
The contribution of individual components (e.g., bond, angle, dihedral, 
unbonded interactions) to the overall TC is obtained by integrating the 
correlation between each partial heat flux and the total heat flux, as 
shown in Eq. (3) [33]: 

λX =
V

kBT2

∫∞

0

〈
JX(t) ⊗ Jq(0)

〉
dt, (3) 

here, JX(t) represents the partial heat flux (X can be e.g., bond, angle, 
dihedral, unbonded interactions) vector at time step t. The partial TC 
tensor λX is subsequently obtained to elucidate the individual contri
butions to overall heat conduction. And the partial TC tensors and the 
total TC tensor have the following relationship: 

λq = λkinetic + λpotential + λbond + λangle + λdihedral + λunbonded + λconstrain (4) 

where the first two terms λkinetic and λpotential in the right part are atomic 
transport terms from kinetic energy and potential energy, respectively. 
The following four terms correspond to the interatomic interactions 
described in Eq. (1). The last term is from the constraint applied to the 
bond length connecting with hydrogen atoms, which is introduced in 
Section 2.1.

2.4. Vibrational density of states

Via molecular dynamics, it is well understood that heat conduction 
in materials generally consists of two mechanisms: energy transport and 
interatomic interactions. Among these, vibrational motion is the most 
direct manifestation of interatomic interactions. In non-metallic solids, 
heat conduction occurs primarily through lattice vibrations, which can 
be described in terms of quantized vibrational modes known as phonons 
[34]. Phonon-based models have been extensively used to understand 
thermal transport in solids and have also shown some success when 
extended to liquids [35]. Vibrational density of states (VDOS) analysis 
provides valuable insight into the vibrational modes contributing to heat 
transfer and has been widely employed in relative studies [36]. As a 

Fig. 1. Mannitol equilibrium molecular dynamics (EMD) simulation systems: 
the left panel is a crystal solid model at 300 K; the right panel is a liquid model 
at 600 K. A color-coded representation of a single mannitol molecule is pro
vided in the top left.
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commonly used method in molecular dynamics simulations, VDOS can 
be obtained by performing the Fourier transform of the velocity auto
correlation function (VACF) of atoms, as described by the following 
equation [37]: 

VI(ω) =
1̅̅
̅̅̅̅

2π
√

∫∞

0

mi〈vi(t)⋅vi(0)〉e− iωt dt, (5) 

where mi is the mass of atom i, vi(t) denotes the velocity of atom i in 
atom group I at time step t, ω is the angular frequency, and VI(ω) rep
resents the vibrational density of states of atom group I.

3. Results and discussion

3.1. Characteristics of thermal conductivity

Using the Green-Kubo method described in Section 2.3, we first 
calculated the thermal conductivities of four sugar alcohols along the x, 
y, and z directions across various temperatures in both solid and liquid 
states. In experimental measurements, the TC of a crystalline solid is 
typically reported as a single value. This is because most real-world 
crystals are polycrystalline unless specially prepared, which averages 

out anisotropy and results in macroscopically isotropic behavior. In 
contrast, molecular dynamics (MD) simulations often model idealized 
single crystals, which can exhibit pronounced anisotropy. Therefore, 
when comparing our simulation results with experimental data, we 
report the directional average of the TC along the x, y, and z axes as the 
effective value, as indicated by the black lines in Fig. 3. In the experi
mental studies available to us [8,38,39], data for thermal conductivities 
of sugar alcohols across multiple temperatures was not accessible. Thus, 
we compare our simulation results with the available experimental data 
at selected temperatures. As shown in Table 2, for instance, the TC of 
mannitol at 23 ◦C (296 K) is reported as 0.83 W/m⋅K, which agrees well 
with our simulation result of 0.83 ± 0.02 W/m⋅K at 300 K in solid state. 
In the liquid state, the experimental TC of mannitol at 178 ◦C (451 K) is 
reported as 0.37 W/m⋅K, while our simulation yields 0.41 ± 0.01 
W/m⋅K at 455 K. Overall, the agreement between the simulation and the 
experimental values is reasonably good with matching range of 84 % to 
99 %, supporting the suitability of the OPLS-AA force field in studying 
the TC of sugar alcohols [40].

As expected, as shown in Fig. 3, all sugar alcohols exhibit a general 
trend of decreasing TC with increasing temperature. In the solid crys
talline state, thermal conductivities are significantly higher than in the 
liquid state. Moreover, the crystalline state shows clear anisotropy in TC 

Fig. 2. Snapshots of mannitol crystalline configurations along x-, y- and z- directions at 300 K: (a) x direction; (b) y direction; (c) z direction.

Fig. 3. Thermal conductivity of sugar alcohols at various temperatures in solid and liquid phases: (a) mannitol; (b) arabinitol; (c) erythritol; (d) glycerol. The red 
dashed line marks the separation between solid and liquid phases.
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across different directions, with mannitol exhibiting the most pro
nounced anisotropy. For example, as seen in Fig. 3(a), at 300 K, mannitol 
has a TC of 1.33 W/m⋅K in the x direction, 0.54 W/m⋅K in the y direction, 
and 0.63 W/m⋅K in the z direction, more than twice the conductivity in x 
compared to the other directions. Similarly, for arabinitol and glycerol, 
three different values are observed along the x, y, and z directions. 
Erythritol (Fig. 3(c)) at 250 K shows nearly identical conductivities 0.76 
W/m⋅K and 0.75 W/m⋅K in the x and y directions, respectively, with a 
higher value in the z direction, 0.92 W/m⋅K. Such near-equality in two 
directions was not observed in the other substances. Importantly, this 
directional anisotropy in the crystalline phase persists across the entire 
temperature range studied, although the degree of anisotropy di
minishes with increasing temperature. The relative magnitude of TC in 
the x, y, and z directions remains mostly constant regardless of 
temperature.

The origin of this anisotropy lies in the intrinsic structural charac
teristics of the crystal lattice [41]. Therefore, the observed directional 
dependence of TC in the solid state is closely linked to the molecular 
crystal structures of sugar alcohols. As discussed earlier, while anisot
ropy is prominent in the crystalline state at lower temperatures, it dis
appears upon melting. This is evident in the liquid-phase regions of 
Fig. 3, where the thermal conductivities along x, y, and z converge to 
same values. We attribute this to the destruction of the ordered crystal 
structure upon melting, resulting in isotropic behavior and equal ther
mal conductivities in all directions. A more detailed analysis and 
explanation will be provided in the following sections.

3.2. Vibration density of state (VDOS) analysis

It is well understood that interatomic interactions are one of the 
primary underlying mechanisms of heat conduction, and these in
teractions are most directly manifested through atomic vibrations. 
Therefore, in this section, we analyze the vibrational behavior of 
different atoms within sugar alcohol molecules in both solid and liquid 
states, as has been used in previous literature [42], to provide a 
perspective on their heat transfer mechanisms. By extracting and 
comparing the VDOS which was introduced in Section 2.4, we aim to 
shed light on the microscopic origins of TC in these materials. Fig. 4
presents the VDOS of mannitol in both the solid state at 300 K and the 
liquid state at 600 K. The analysis was carried out for four distinct types 
of atoms present in sugar alcohol: carbon atoms, oxygen atoms, 
hydrogen atoms bonded to carbon, and hydrogen atoms bonded to ox
ygen (the two types of hydrogen atoms were treated separately). 
Furthermore, in order to take a closer look at the directional vibrational 
modes, the vibrational components along the x, y, and z directions were 
analyzed independently for each atomic type. As shown in Fig. 4(a), in 
the solid state, the vibrational modes of oxygen atoms are primarily 
concentrated in the low-frequency region below 20 THz. While carbon 
atoms also exhibit vibrational modes in this low-frequency range, they 
additionally show distinct peaks at higher frequencies. In contrast, both 
types of hydrogen atoms display relatively fewer vibrational modes in 

the low-frequency region, but they exhibit significant peak intensities in 
the relatively higher-frequency range between 20 and 40 THz. The 
spectral intensity in the low-frequency region primarily arises from 
unbonded interactions, as noted in previous study [43]. Based on this 
understanding, it can be inferred that the interactions involving oxygen 
atoms, which only exist in hydroxyl groups, play a major role in the heat 
conduction process caused by unbonded interatomic interactions of 
sugar alcohols. In other words, it is expected that hydrogen-bond-related 
heat transfer is primarily mediated by vibrational energy exchange be
tween oxygen atoms. A more detailed discussion will be presented in the 
latter sections based on TC decomposition and hydrogen bond analysis. 
Fig. 4(b–d) further reveal the direction-dependent vibrational behavior 
of mannitol in the solid state. Notably, the oxygen atoms exhibit broader 
low-frequency vibrational distributions along the x and z directions 
compared to the y direction. Directional differences are also evident for 
the other atomic types, indicating a pronounced anisotropy in the 
vibrational characteristics, consequently, in the heat transfer mecha
nisms of crystalline mannitol. In contrast, the VDOS of liquid-state 
mannitol, shown in Fig. 4(e–h), exhibits a high degree of isotropy. The 
vibrational distributions along the x, y, and z directions are nearly 
identical and coincide with the total VDOS, indicating that directional 
differences in heat transfer vanish upon melting. This isotropic behavior 
in the liquid phase also suggests that the structural order responsible for 
anisotropic thermal transport in the crystalline state is lost due to 
melting [44].

The other three sugar alcohols (erythritol, glycerol, and arabinitol) 
exhibit similar VDOS trends as mannitol in both solid and liquid phases. 
Specifically, oxygen atoms consistently dominate the low-frequency 
region, and directional anisotropy is observed in the solid phase but 
disappears in the liquid phase. Due to the similarity in trends and lim
itations of figure space, detailed VDOS analyses for these sugar alcohols 
are provided in the Supporting Information (Section S3).

3.3. Decomposition of thermal conductivity

To gain deeper insight into the heat conduction mechanisms of sugar 
alcohols in different phases, and to identify the origins of the observed 
anisotropy in the crystalline state, we performed the decomposition 
analysis of TC [19] based on the types of interatomic interactions. 
Specifically, we classified and compared the heat flux contributions 
according to various interaction types between atoms.

As shown in Fig. 5, the decomposed TC components of four sugar 
alcohols in both the solid and liquid phases are presented (only the re
sults at selected temperatures are shown here for comparison; for the 
complete dataset, please refer to Supporting Information Section S4). In 
general, for all sugar alcohols and under both phases, unbonded pair
wise interaction consistently makes the largest contribution to the total 
TC, exceeding any other individual component. This indicates that 
unbonded interaction between atoms dominates thermal transport in 
sugar alcohols. Additionally, the bond and angle interactions also play 
significant roles, suggesting that the stretching vibrations of covalent 
bonds and bending motions of molecular bond angles contribute 
noticeably to thermal conduction. On the other hand, the contribution of 
the dihedral interaction is negligible across all sugar alcohols and in 
both phases, leading to the conclusion that torsional motions have little 
influence on the thermal transport of these molecules. Besides the 
interatomic interactions, we also examined the transport term, which 
consists of potential and kinetic energy contributions. Although the 
magnitudes of the transport terms are comparable between solid and 
liquid phases, their relative contributions differ. In the solid phase, the 
transport term contributes only marginally to the overall TC, whereas in 
the liquid phase, its proportion becomes larger. The kinetic contribution 
is particularly small in the solid phase, and the transport term is domi
nated by the potential part. This behavior arises because molecular 
motion in solids is largely confined to vibrations around fixed equilib
rium positions. In contrast, in the liquid phase, molecules gain 

Table 2 
Calculated thermal conductivity (TC) values obtained in this study, compared 
with experimental results. The second and third columns show the calculated TC 
of sugar alcohols in the solid and liquid states, respectively. The fourth and fifth 
columns present corresponding experimental TC data in the solid and liquid 
states. In each cell, the value on the left (with its statistical standard error in 
parentheses) represents the TC (e.g., 0.83(2) indicates 0.83 ± 0.02). The number 
on the right, enclosed in parentheses, indicates the temperature at which the TC 
was measured.

Alcohols kave [W/K⋅m] kave [W/K⋅m] Experiment [8,38,39]

Mannitol 0.83(2) (300 K) 0.41(1) (455 K) 0.83 (296 K) 0.37 (451 K)
Arabinitol 0.78(1) (300 K) 0.42(1) (400 K) 0.93 (298 K) N/A
Erythritol 0.78(1) (300 K) 0.37(1) (394 K) 0.77 (298 K) 0.34 (398 K)
Glycerol 0.74(2) (250 K) 0.39(1) (350 K) 0.88 (250 K) 0.29 (313 K)
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additional degrees of freedom and exhibit translational motion. As a 
result, the absolute values of kinetic contribution increase in the liquid 
phase, even though the potential contribution still remains dominant. 
Furthermore (please see the Section S4 of Supporting Information), with 
increasing temperature, either within the same phase or during the 
solid-to-liquid transition, each component of the TC tends to decrease, 
which can be explained by intensified phonon-phonon scattering that 
reduces lattice TC [45], and by the loss of crystal order and transition to 
disordered molecular motion during the solid-liquid phase change, 

which further suppress heat conduction. While the proportions of each 
component remain relatively stable at different temperatures within the 
same phase, more dramatic decreases and vanishment of directional 
differences are observed during phase transitions. Notably, the pairwise 
interaction term (representing unbonded interactions) shows a partic
ularly sharp reduction upon melting, accompanied by a sharp decrease 
in density (as shown in Section S6 in Supporting Information). This in
crease in molecular spacing suggests that an efficient heat conduction 
pathway is disrupted due to the loss of the crystalline structure. 

Fig. 4. Vibrational density of states (VDOS) for four atoms of mannitol in solid and liquid phases. (a) Total VDOS of mannitol at 300 K in the solid state; (c–d) 
directional VDOS along the x-, y-, and z-axes at 300 K in the solid state; (e) total VDOS of mannitol at 600 K in the liquid state; (f–h) directional VDOS along the x-, y-, 
and z-axes at 600 K in the liquid state.
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Additionally, directional differences in TC disappear in the liquid phase, 
indicating a clear change in heat transfer mechanisms across the phase 
boundary.

The above decomposition results clearly demonstrate that the ma
jority of heat transport in sugar alcohols, regardless of phase, is gov
erned by interatomic interactions. Next, we focus on individual 
compounds. For mannitol, which exhibits the most pronounced anisot
ropy in TC (Fig. 5(a)), the TC along the x-direction is significantly higher 
than that in the y- and z-directions. This is primarily due to a much 
greater contribution from pairwise interactions (Coulombic and van der 
Waals) along the x-direction, where they account for approximately 68 
% of the total conductivity. While the pairwise interaction contributions 
in the other two directions are similar and much smaller than in the x- 
direction, they still constitute the dominant channel for thermal trans
port in those directions. For arabinitol, shown in Fig. 5(b), the highest 
TC in the z-direction (compared to x and y) also stems from a larger 
pairwise interaction contribution in that direction. Additionally, both 
angle and bond contributions are higher along the x- and z-directions 
than along y, reinforcing the directional preference of heat transport. In 
the case of erythritol (Fig. 5(c)), thermal conductivities in the x- and y- 
directions are nearly identical, and the z-direction conductivity is only 
slightly higher. The decomposition of TC shows that while the z-direc
tion has slightly smaller pairwise interaction contributions compared to 
x and y, it compensates with a higher angle interaction contribution. 
This results in slightly higher TC in the z-direction. The symmetric 
crystalline structure of erythritol in the x- and y-directions explains the 
nearly identical thermal conductivities and mechanisms in these di
rections (see Section S7 in Supporting Information), as well as the 
relatively low anisotropy in its thermal transport behavior. Finally, for 
glycerol (Fig. 5(d)), the pairwise interaction contribution is slightly 
higher in the z-direction than in the x-direction, which in turn is slightly 
higher than in the y-direction. Additionally, the potential component of 
the transport term contributes notably to the heat flux in the z-direction. 
The exact reason remains unclear, as no noticeable displacement is 
observed along this axis, though it may be related to crystal anisotropy 
or greater vibrational amplitudes of the lattice in that direction.

As a further step in the analysis, motivated by mannitol’s pro
nounced anisotropy, we decomposed the pairwise interaction term of 
mannitol in greater detail. First, we separated the van der Waals and 
Coulombic components. As shown in Fig. 6(a), in all cases, including the 
x, y, and z directions in the solid phase and the isotropic liquid phase, the 
contribution from van der Waals interactions consistently exceeds that 

of Coulombic interactions. This underscores the critical role of van der 
Waals forces in the thermal transport of sugar alcohols. Given that sugar 
alcohols contain abundant OH groups, whose interactions are governed 
primarily by van der Waals and Coulombic forces, we also divided the 
pairwise term into contributions from OH–OH and CH–CH interactions. 
As illustrated in Fig. 6(b), the results consistently show that OH–OH 
interactions dominate the thermal transport across all directions and 
phases. This finding suggests that hydroxyl groups play a crucial role in 
determining the TC of sugar alcohols and may also be key contributors to 
the anisotropic heat transport observed in the crystalline phase. 
Combining the insights from the VDOS analysis, it is highly suggested 

Fig. 5. Thermal conductivity of sugar alcohols decomposd into kinetic, potential, bond, angle, dihedral, pairwise and constraint components: (a) mannitol, kx, ky, kz 
is under 300 K in solid state, kL is under 600 K in liquid state; (b) arabinitol, kx, ky, kz is under 200 K in solid state, kL is under 500 K in liquid state; (c) erythritol, kx, 
ky, kz is under 250 K in solid state, kL is under 550 K in liquid state; (d) glycerol, kx, ky, kz is under 150 K in solid state, kL is under 450 K in liquid state. The thermal 
conductivity in the liquid state is isotropic, and thus only a single representative result is presented.

Fig. 6. Further decompositions of unbonded pairwise thermal conductivity 
contribution of mannitol: (a) contribution of Coulombic interaction and van der 
Waals interactions; (b) contribution from CH groups and OH groups (short- 
range contributions under cut-off distance 18 Å). In both figures, kx, ky, kz is 
under 300 K in solid state, kL is under 600 K in liquid state. The thermal con
ductivity in the liquid state is isotropic, and thus only a single representative 
result is presented.
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that heat is primarily exchanged through the vibrations of oxygen atoms 
in hydroxyl groups within the hydrogen-bond network. It should be also 
noted that the total values of CH- and OH-groups contributions shown in 
this decomposition differ slightly from the total pairwise contributions. 
This discrepancy arises from the use of an approximation that includes 
only short-range Coulombic interactions, due to the difficulty of accu
rately handling long-range Coulombic effects. However, this does not 
affect the validity of the conclusions drawn above. A detailed explana
tion and discussion of this issue is provided in the Supporting Informa
tion Section S5.

3.4. Insight into heat conduction via hydrogen bonding

At the end of the previous section, we briefly mentioned the critical 
role of hydroxyl groups in the thermal transport behavior of sugar al
cohols. In this section, we delve deeper into the role of hydrogen 
bonding in thermal conduction by analyzing the formation and orien
tation distribution of hydrogen bonds (HBs) in sugar alcohols. As shown 
in Fig. 7(a), we determined the presence of HBs based on the same 
criteria used in our previous work [10], and we employed the MDA
nalysis toolkit [46] to carry out the HB analysis. Fig. 8 presents the 
average number of HBs per molecule for four sugar alcohols under 
different temperatures and phases (solid or liquid). Overall, it is evident 
that in both solid and liquid states, the number of HBs decreases linearly 
as the temperature increases [47]. Further investigation reveals that the 
hydrogen bond (HB) lifetime decreases with increasing temperature as 
well (see Section S9 in Supporting Information). This phenomenon has 
also been observed in an experimental studies using infrared spectros
copy, where hydrogen bonds weaken with increasing temperature [48]. 
This trend aligns with the TC results shown in Fig. 3, where the TC kave of 
sugar alcohols also decreases with increasing temperature. Additionally, 
at the melting point, a sharp drop in the number of HBs is observed due 
to the collapse of the crystal structure during the phase transition from 
solid to liquid. This sudden decrease in HBs corresponds to the steep 
decline in TC upon the solid-liquid transition, seen in Fig. 3. Based on 
these observations, we can confidently conclude that, for the same sugar 
alcohol, its TC at a given temperature and phase is highly correlated to 
the average number of HBs formed per molecule. In other words, a 
greater number of HBs per molecule generally leads to higher TC. 
Furthermore, by combining the VDOS analysis with insights from TC 
decomposition, both of which highlight the critical role of oxygen atoms 
in heat conduction, we conclude that vibrational energy exchange 

between oxygen atoms in hydroxyl groups through HBs constitutes the 
main mechanism of heat transfer in sugar alcohols. However, no clear 
correlation is observed when comparing different sugar alcohols (A brief 
comparison of the factors that may affect TC across different sugar al
cohols is provided in Section S10 of the Supporting Information.). For 
example, in Fig. 8(b) and Fig. 8(d), arabinitol at 250 K forms signifi
cantly more HBs than glycerol at 150 K, yet glycerol exhibits higher TC 
at that temperature. We speculate that this discrepancy may stem from 
differences in the type and nature of HBs formed in each sugar alcohol. 
In addition to HB, other heat transfer pathways, such as intramolecular 
bonded interactions, may also vary due to differences in molecular 
structure, all of which could influence their contribution to heat transfer. 
As this work focuses on the general thermal transport mechanism rather 
than explaining conductivity differences among different sugar alcohols, 
we leave this issue for future investigation.

As shown schematically in Fig. 8, in the absence of external distur
bances, such as electric field or external force, the number of HBs formed 
at a given temperature and phase remains relatively constant. A deeper 
question then arises: how do these HBs lead to TC anisotropy in solids 
and isotropy in liquids? As illustrated in Fig. 7(a), a HB is defined by a 
donor and acceptor oxygen atom pair that satisfies certain distance and 
angular conditions. Once formed, especially in the solid phase at lower 
temperatures, these HBs are relatively stable and only vibrate around 
their equilibrium positions. Consequently, HBs possess strong direc
tionality, meaning that they may exhibit preferential alignment along 
specific spatial directions. To quantify the direction of a HB, as shown in 
Fig. 7(b), we define a vector pointing from the donor oxygen to the 
acceptor oxygen (HB direction unit vector), and we analyze its orien
tation relative to the x, y, and z coordinate axes. Specifically, we 
calculate the absolute value of the cosine of the angle between the HB 
direction vectors and each coordinate axis, with values ranging from 0 to 
1. These absolute cosine values, denoted as Cx, Cy, and Cz, represent sets 
of values (not single values), as shown in Fig. 7(b) as well. We then apply 
a nonparametric method, kernel density estimation (KDE) [49] to 
approximate the probability density distribution of these sets over the 
range (0, 1). It should be noted that this method has a known limitation, 
as it may produce estimations of non-existent distributions outside the 
boundaries of the original dataset [50]. Nevertheless, the distribution 
within the main region is accurately captured. The orientation distri
butions of HBs for four sugar alcohols under solid and liquid phases are 
shown in Fig. 9. In general, sugar alcohols in the solid phase exhibit clear 
peaks in the cosine value distributions in each direction, with noticeable 
differences among the x, y, and z directions, indicating significant 
orientation preferences of HBs. In contrast, the cosine distributions in 
the liquid phase are relatively flat and uniform across all directions, 
suggesting that HB directionality disappears upon melting. This loss of 
orientation can be interpreted as one of the underlying reasons for the 
disappearance of TC anisotropy during the solid-to-liquid phase transi
tion. Let us take a closer look at Fig. 9(a). For mannitol in the solid phase, 
the Cx values are mainly distributed between 0.8 and 1.0 (37◦ ‒ 0◦), Cz 
values fall between 0.3 and 0.6 (73◦ ‒ 53◦), and Cy values are mostly 
between 0 and 0.3 (90◦ ‒ 73◦), with a smaller portion between 0.8 and 
1.0 (37◦ ‒ 0◦). A cosine value close to 1 implies a small angle (0◦) be
tween vectors, i.e., the HB direction is nearly parallel to that coordinate 
axis. Conversely, values near 0 indicate near-perpendicular (90◦) 
orientation. Thus, Fig. 9(a) shows that most HBs in solid mannitol are 
highly aligned with the x direction, followed by the z direction, with the 
least alignment along y. This explains why mannitol exhibits the highest 
TC along x, and why the z-direction TC is slightly higher than that of the 
y direction. We propose that if most HBs are aligned along a certain 
direction, heat flow can more easily propagate through them, leading to 
higher TC in that direction. A similar trend is observed in Fig. 9(b) for 
arabinitol, where in the region with absolute cosine values above 0.5, 
the density follows the order Cz > Cx > Cy, consistent with the direc
tional TC values kz > kx > ky. As for erythritol (Fig. 9(c)), the distri
butions of Cx and Cy exhibit almost identical trends, suggesting a strong 

Fig. 7. (a) Geometrical hydrogen bond formation definition. (b) schematic of 
hydrogen bond order analysis: ri is the unit vector of the i th hydrogen bond, 
and x, y, z are unit vectors along the respective Cartesian axes.
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correlation between the isotropic HB orientation in the xy plane, which 
can be attributed to the identical crystalline morphology along the x and 
y axes (as described in Section S7 in Supporting Information), and the 

thermal conductivities in the x and y directions are nearly the same. For 
glycerol, as shown in Fig. 9(d), the probability distribution of HB ori
entations appears rather disordered, with multiple peaks occurring in 

Fig. 8. Hydrogen bond number per molecule at various temperatures in solid or liquid phase: (a) mannitol; (b) arabinitol; (c) erythritol; (d) glycerol.

Fig. 9. Hydrogen bond order distributions fitted using kernel density estimation (KDE) in both solid and liquid phases. The enveloped histograms represent the 
original data distributions of Cx, Cy and Cz. The analyzed temperatures are indicated in the legends; lower temperatures correspond to the solid phase, while higher 
temperatures represent the liquid phase (labeled with the subscript “L”), which exhibits directional isotropy: (a) mannitol; (b) arabinitol; (c) erythritol; (d) glycerol.
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the range above 0.5, and no clear relationship among Cx, Cy, and Cz. 
Although TC anisotropy can still be observed in the solid state of glyc
erol, we speculate that for sugar alcohols with shorter chain lengths and 
distinct crystalline structures in different directions (see Section S7 in 
Supporting Information), the influence of HB orientation on TC becomes 
weaker.

4. Conclusions

In this study, we conducted a comprehensive investigation of the 
thermal conductivity (TC) characteristics of four sugar alcohols: 
mannitol (C6H14O6), arabinitol (C5H12O5), erythritol (C4H10O4) and 
glycerol (C3H8O3), via molecular dynamics (MD) simulation. This 
research reveals fundamental rules governing heat conduction in sugar 
alcohol-based phase change materials (PCMs) and emphasizes the crit
ical role of hydrogen bonding in determining thermal transport effi
ciency. The key findings and insights can be summarized as follows:

The TC of all studied sugar alcohols exhibited a monotonic decrease 
with increasing temperature in both solid and liquid phases. This 
behavior is consistent with the general understanding that increased 
molecular motion and disorder at higher temperatures hinder efficient 
phonon transport in solids, and the increase in thermal agitation disrupts 
coherent energy transfer pathways in liquids. A sharp drop in TC was 
observed during the phase change, which is due to the loss of long-range 
crystalline order and the breakdown of structured heat transfer path
ways during the solid-to-liquid transition. In the solid phase, thermal 
conductivity exhibited pronounced anisotropy, with distinct differences 
in the x-, y-, and z-axis directions. This anisotropy disappeared in the 
liquid phase, where molecular disorder and isotropic mobility led to 
same TC values in all directions. Vibrational density of states (VDOS) 
analysis suggested that oxygen atoms played an important role in heat 
conduction. Also, directional differences were shown in vibrational 
modes of solid sugar alcohols, indicating the directional anisotropy in 
interatomic interactions. Based on different types of interactions, TC 
decomposition analysis revealed that the majority of heat conduction 
occurs via unbonded pairwise interactions (van der Waals and 
Coulombic) rather than bonded atomic vibrations. Further decomposi
tion of mannitol TC demonstrated that in unbonded pairwise in
teractions, particularly those associated with hydroxyl groups, 
contribute most to heat conduction. Detailed hydrogen bond (HB) 
analysis showed that the number of hydrogen bonds per molecule 
decreased linearly with increasing temperature and exhibited a sudden 
drop at the solid-liquid transition, paralleling the trend of TC. A clear 
positive correlation between the average HB number and thermal con
ductivity was established for each sugar alcohol across different tem
peratures and phases. However, this correlation did not hold strictly 
across different species (e.g., arabinitol has more hydrogen bonds than 
glycerol, but its thermal conductivity is not necessarily higher than that 
of glycerol), suggesting that not just the number, but also the type, 
strength, and directionality of hydrogen bonds influence TC. Orientation 
distribution analysis of HB revealed significant alignment in specific 
directions in the solid phase, which corresponded closely to the di
rections with higher thermal conductivity. For example, in mannitol and 
arabinitol, the preferential alignment of HBs along the x- and z-axis 
directions matched the directions of higher TC in this work. In the liquid 
phase, HB orientation distributions are nearly uniform, aligning with the 
observed isotropy in TC. The results emphasized the critical role of 
hydrogen bonding networks in facilitating efficient heat transfer, espe
cially in the solid phase.

Overall, this study provides a molecular-level understanding of how 
temperature, phase state, molecular structure, and hydrogen bonding 
collectively govern the thermal conductivity behavior of sugar alcohols. 
Highlights that anisotropic TC can be effectively engineered by delib
erately selecting crystal structures and strategically positioning hy
droxyl groups to align HBs along desired directions. Such control over 
HB alignment opens promising avenues for tailoring TC in materials, 

particularly in applications where directional heat transfer is advanta
geous, such as thermal interface materials or PCMs in thermal man
agement systems. Additionally, our results emphasize that while HBs 
play a crucial role, they are not the sole contributors to TC, other mo
lecular interactions must also be considered to fully understand and 
optimize heat conduction behavior. Importantly, the strong agreement 
between our MD simulation results and experimental thermal conduc
tivities underscores the potential of MD as a predictive and efficient tool 
for the preliminary design and screening of PCM candidates.
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